
Math 290 Name: Dr. Beezer
Exam 7 Fall 2019
Chapter R

Show all of your work and explain your answers fully. There is a total of 100 possible points.
Partial credit is proportional to the quality of your explanation. You may use Sage to row-reduce matrices,
compute determinants, and compute eigenvalues, eigenmatrices and eigenspaces. No other use of Sage may be
used as justification for your answers. When you use Sage be sure to explain your input and show any relevant
output (rather than just describing salient features).

1. Let u be an element of the vector space of 2 × 2 symmetric matrices, S22, and let B be a basis for the vector
space. Compute the vector representation of u relative to B, ρB (u). (15 points)

u =

[
2 4
4 −3

]
B =

{[
1 −2
−2 0

]
,

[
1 −1
−1 1

]
,

[
6 −8
−8 5

]}

2. E and F are bases for the vector space C2. Compute the change-of-basis matrix, CE,F . (15 points)

E =

{[
1
3

]
,

[
2
−1

]}
F =

{[
−1
11

]
,

[
1
−18

]}



3. Consider the linear transformation T from the vector space of 1 × 2 matrices, M12, to the vector space of
polynomials with largest degree 1, P1. B and E are bases of M12, C and F are bases of P1. (20 points)

T : M12 → P1, T
([
a b

])
= (2a+ 3b) + (a+ b)x

B =
{[

1 0
]
,
[
0 1

]}
C = {1, x}

E =
{[

1 1
]
,
[
3 4

]}
F = {2 + x, 3 + x}

u =
[
3 1

]
(a) Compute T (u) using the definition above.

(b) Compute the matrix representation of T relative to B and C.

(c) Compute T (u), using the matrix representation from (b) and two vector representation linear transfor-
mations (ρX).

(d) Compute the matrix representation of T relative to E and F .

(e) Compute T (u), using the matrix representation from (d) and two vector representation linear transfor-
mations (ρX).
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4. Consider the invertible linear transformation T from the vector space C3 to the vector space of polynomials
P2. Compute an explicit formula for the inverse of T , the linear transformation T−1 : P2 → C3. Do this using
techniques from Chapter R, not with techniques from Chapter LT, such as computing pre-images. Do not skip
any steps for dealing with C3 that might seem trivial, they must be described explicitly. (15 points)

T : C3 → P2, T

ab
c

 = (−5a− 2b+ 2c) + (2a+ b− c)x+ (−3a− b)x2

5. Find a basis for P2, the vector space of polynomials of degree at most 2, which will yield a diagonal matrix
representation for the linear transformation R. (15 points)

R : P2 → P2, R(a+ bx+ cx2) = (−5a+ 4b) + (−8a+ 7b)x+ (4a− 4b− c)x2
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