Chapter R
Show all of your work and explain your answers fully. There is a total of 100 possible points.
Partial credit is proportional to the quality of your explanation. You may use Sage to manipulate matrices, rowreduce matrices, and compute eigenvalues. No other use of Sage may be used as justification for your answers. When you use Sage be sure to explain your input and show any relevant output (rather than just describing salient features).

1. $E$ is a basis for $\mathbb{C}^{3}$, and $F$ is a basis for $P_{1}$, the vector space of polynomials with degree at most 1 . Find the matrix representation of $T$ relative to $E$ and $F$. (20 points)

$$
T: \mathbb{C}^{3} \rightarrow P_{1}, \quad T\left(\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right]\right)=(a-b+2 c)+(3 a+b+c) x ; \quad E=\left\{\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right],\left[\begin{array}{l}
3 \\
4 \\
4
\end{array}\right],\left[\begin{array}{l}
3 \\
4 \\
5
\end{array}\right]\right\} \quad F=\{1+x, 3+4 x\}
$$

2. Using the linear transformation $T$ from the previous problem, compute $T\left(\left[\begin{array}{c}2 \\ 2 \\ -1\end{array}\right]\right)$. Then repeat the computation using your matrix representation above and the Fundamental Theorem of Matrix Representation, explaining clearly how you are applying the theorem. (15 points)
3. Consider the linear transformation $S$ below. ( $P_{2}$ is the vector space of polynomials with degree at most 2 .) Find a basis for $P_{2}$ so that the matrix rerpresentation of $S$ is a diagonal matrix. (15 points)

$$
S: P_{2} \rightarrow P_{2}, \quad S\left(a+b x+c x^{2}\right)=(12 a+15 b-15 c)+(-5 a-8 b+5 c) x+(5 a+5 b-8 c) x^{2}
$$

4. The linear transformation $T$ below is invertible (you can assume this). Determine a formula for the inverse linear transformation $T^{-1}$ by computing the matrix inverse of a matrix linear transformation. ( $P_{2}$ is the vector space of polynomials with degree at most 2.) (15 points)
$T: P_{2} \rightarrow \mathbb{C}^{3}, \quad T\left(a+b x+c x^{2}\right)=\left[\begin{array}{c}a+2 b+7 c \\ b+3 c \\ a+b+5 c\end{array}\right]$
5. Repeat the first problem of this examination, but begin by building a matrix representation of $T$ relative to the nicest, simplest possible bases you can imagine. Then use change-of-basis matrices to convert the current representation into your previous one. (The relevant information from the first problem is duplicated here for convenience.) (20 points)
$T: \mathbb{C}^{3} \rightarrow P_{1}, \quad T\left(\left[\begin{array}{l}a \\ b \\ c\end{array}\right]\right)=(a-b+2 c)+(3 a+b+c) x ; \quad E=\left\{\left[\begin{array}{l}1 \\ 1 \\ 0\end{array}\right],\left[\begin{array}{l}3 \\ 4 \\ 4\end{array}\right],\left[\begin{array}{l}3 \\ 4 \\ 5\end{array}\right]\right\} \quad F=\{1+x, 3+4 x\}$
6. Suppose that $T: U \rightarrow V$ is an invertible linear transformation. Prove that the matrix representation of $T$ relative to bases $B$ and $C$ of $U$ and $V$ (respectively) is a nonsingular matrix. Important: construct a proof that uses the definition of a matrix representation from Chapter R, but otherwise mostly depends on results from the previous chapter (Chapter LT). In other words, so not simply claim that the matrix rerpresentation of an inverse linear transformation is a matrix inverse. (15 points)
